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Abstract. In a massive online course with hundreds of thousands of students, it is unfeasible to provide an accurate and fast evaluation for each submission. Currently the researchers have proposed the algorithms called peer grading for the richly-structured assignments. These algorithms can deliver fairly accurate evaluations through aggregation of peer grading results, but not improve the effectiveness of allocating submissions. Allocating submissions to peers is an important step before the process of peer grading. In this paper, being inspired from the Longest Processing Time (LPT) algorithm that is often used in the parallel system, we propose a Modified Longest Processing Time (MLPT), which can improve the allocation efficiency. The dataset used in this paper consists of two parts, one part is collected from our MOOCs platform, and the other one is manually generated as the simulation dataset. We have shown the experimental results to validate the effectiveness of MLPT based on the two type datasets.
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1 Introduction

Currently MOOCs learning is becoming a popular way to acquire knowledge besides the traditional classrooms. A typical MOOC course contains videos, exercises, online test, peer grading and forums. Such an online course often has thousands of active learners in every study session [9]. When students submit their homework to the course, there are a lot of submissions of each assignment for course staffs to grade. Given the scale of the submissions, if the staffs have to examine all the submissions, they will be overwhelmed by the grading workload so that they can’t have sufficient time and energy to focus on other things that will be helpful for students.

Researchers have proposed the methods of peer grading which are similar to crowd sourcing. In the process of peer grading, students are asked to grade their submissions. Therefore, the students are both submitters and the graders, which allows us to exploit this unique feature to solve this peer grading problem. In general, there are two basic problems in peer grading: (1) one is how to assign the submissions to the graders considering the difference of knowledge level between graders, (2) the other is how to aggregate to peer grades to generate a final fair score for each student. In this paper we mainly focus on the first problem.

In most MOOCs platforms, the systems adopt a simple random assignment approach. Their peer grading servers record the submitted time of an incoming submission and store it in queue. Then the distribution mechanism chooses an idle grader randomly and
assign it to the grader without considering the grader’s knowledge level. Such a random assignment approach often results in biased grading scores for students because the assignment plan may put graders with a high level of knowledge mastery in the same group to evaluate the same homework assignment. Previous research papers have shown that the reliability of every grader is related to his knowledge skills. The students with good knowledge mastery tend to deliver reliable and accurate grading scores. Therefore, in the uneven distribution plan, some submissions receive very accurate evaluations while the others receive with very inaccurate evaluations. The problem can be avoided if the peer grading server makes grading task allocation with the awareness of the knowledge level of each participating student. The task allocation algorithm should be to distribute students with different knowledge levels evenly to grading groups so that the difference among the average knowledge level in each group could be minimized.

Considering the unique characteristic of peer grading, we choose the method Longest Process Time (LPT) [5] as a heuristic algorithm for grading task assignment. The algorithm is used in parallel systems to deal with task scheduling. It is a static task allocation strategy, so it requires all the tasks are assigned before the processors begin to deal with the tasks. Assigning tasks in peer grading has its unique characteristics compared to other task scheduling problems. A homework submission in the submission set may be assigned to its author if the distribution mechanism is not restricted and this is not allowed in practice. Furthermore, one submission should be graded by several graders and conversely one grader should also grade the same number of submissions.

Based on the algorithm LPT, we propose our algorithm Modified LPT (MLPT) to solve the allocating submissions in peer grading. Most researchers on peer grading focus on developing statistical models to infer accurate scores based on peer grading results. Few work consider the impact of the peer grading task allocation. Our main contribution is the introduction of student knowledge mastery into the design of task allocation algorithm. By developing the student performance evaluation model, our peer grading system can accurately estimate the student knowledge level. And based on the, we redefine the LPT algorithm to adapt the peer grading process to the distribution of student knowledge level.

The rest of the paper is organized as follows: Section 2 compares our work with other related efforts. Section 3 presents the overview of our peer grading framework and describes the MLPT algorithm in detail. Section 4 and Section 5 presents our experimental datasets and analysis results. Discussion and Future work is given in Section 6.

2 Related Work

In this paper, before allocating tasks, we detailed analysis the student online performance of learning for accurately estimating the knowledge level of student. We have referred to the thought task assignment in Crowdsourcing and proposed an effective method by compare the previous models. We first review some existing researches for allocating tasks. Allocating tasks is a long historical issue and appears in
In the mode of Crowdsourcing, a task is decomposed into multiple small tasks [8] which is assigned to massive online workers. Because of the existing of human error and fraudulent workers, the confident of the collection results which typically contains a lot of noise is usually very low [2, 3]. In order to ensure the reliability of the results, the measure of redundant allocation is typically taken, namely, assigning the same task to multiple workers, and aggregating the multiple results to generate a final one. Here the task allocation is to find a balance between the reliability of the results and the redundancy of the task allocation.

Umair and Edward [15] proposed a task allocation solution based on the human ability. This method first models the abilities of a worker according to historical data. Similarly, it models the types of workers’ abilities that the task required. Then through adaptation, the algorithm allocates the task to the most suitable workers thus obtaining the optimal results with the minimal redundancy. Finally, they adjust the worker model by comparing the completing results to the aggregating result.

Hyun and Matthew [16] had solved the problem of data sparsity by decomposing matrix based on the research of Umair and Edward, increasing the universality of the method. In addition to model the abilities of the workers based on the historical data, other researchers also considered the demographic factors, education background, and especially the social information to determine the level of the workers’ abilities which can allocate the task to the worker accurately.

Furthermore, because the most Crowdsourcing tasks are paid tasks, the capital budget is constraint [4], David, Sewoong and Devavrat [17] inspired by the algorithm of propagation of confidence and the algorithm of low rank matrix approximation designed the minimum cost allocation strategy. The results in the strategy make the cost of the spending the least if it meets certain prerequisites of reliability.

Yan Yan et al. [18] proposed an online adaptive task assignment algorithm by ensuring the confidence of the results. The algorithm allocates the subsequent redundancy and the workers according to the required of the task by analyzing the completion of the task time to time and the confidence of the results to make the final results highly reliability.

Piech et al. [6] exploited the confidence estimated to determine what point in the grading process is confident about each submission’s score. They simulated grading taking place in rounds. For each round they ran model using the corresponding subset of grades and counted the number of submissions for which they were over 90% confident that they predicted grades were within 10pp of the students’ true grade.

In our work, there is no need to classify the students according to the types. The primary information about students is their historical learning data, thus we exploit some models compute the student knowledge level based on this data. By extracting student features, we using the method of logistic regression to fit the features and this part accounts for the proportion of our work. We also define a hyper-parameter as the redundancy value, which requires us to constantly experiment.

We have done experiments over different redundancy values and different number of students. The results can be seen in section 5. Our another attempt is using the examination scores as the knowledge level, but it does not generate a good effect, the reasons may be that the score is a monotonous factor.
3 Methods

In this section, we present the overview of the entire peer grading framework and introduce the design of grading task assignment in detail. Figure 2 illustrates the basic framework of our peer grading process. It consists of three major components: the student performance evaluation model, the peer grading task allocator and the score aggregation model. The student performance evaluation model is responsible for computing each student’s knowledge level by analyzing each student’s behavior in the watching course videos and the performance exercises after the videos. The outcome from the model presents the prior knowledge level of students for the peer grading process to determine the arrangement of peer grading groups. The peer grading process includes two steps: grading task allocation and score aggregation model. In this paper, we introduce the MPLT algorithm to perform task allocation in order to minimize the difference among the students in each grading group. Based on the task assignment plan, students can evaluate other peers’ submissions and give scores using their own judgement. As each submission in general receives multiple scores from its graders, the score aggregation model needs to infer the accurate and unbiased score for the submission from the scores recommended by peer graders.

At the beginning of the section, we describe the problem of assignment allocation in peer grading. And then we present the algorithm of LPT that is used in the field of task scheduling, and how we can extend the idea LPT for the purpose of peer grading and introduce the new algorithm MLPT. At the end of the section, we briefly discuss our research work on student performance evaluation model.

3.1 The Problem of Submission Allocation in Peer Grading

In the process of peer grading, each student plays two roles: a grader and a submitter. Suppose that there are $N$ students participating peer grading, and there are also $N$
submissions from these students. For convenience, we suppose that each student needs to grade \( M \) submissions and each submission is graded by \( M \) graders, typically the value of \( M \) is between 3 and 6. The description of assignments allocation in peer grading is shown in Figure 2. Specifically, the students are divided into \( N \) groups: each group contains \( M \) students, and each student is included in one group, so each group corresponds to one submission \([1, 8]\).

The process of improving the allocating submissions can be expressed as the following problem:

Define the student collection \( V = \{v_1, v_2, ..., v_n\} \) and the submission collection \( U = \{u_1, u_2, ..., u_n\} \).

![Fig. 2. The process of task assignment in peer grading.](image)

The degree of a student \( v_i \) mastering the knowledge is denoted by \( w = w(v_i) \) where \( w(v_i) \) lies in the interval \((0, 1)\) and the parameter \( i \) falls in the range \((0, n)\) if student \( v_i \) submits the submission \( u_i \). \( w(v_i) \) that is generated by the student evaluation model, is regarded as the prior level of student knowledge mastery.

The problem is that given the parameter \( m \) how to divide the student collection \( G_1, G_2, ..., G_n \), and make it satisfy the following conditions:

1. The grader collection \( G_i = \{v_{i1}, v_{i2}, ..., v_{im}\} \) only contains \( m \) students.
2. For any student \( v_i \), there are \( m \) groups that include her.
3. \( v_i \in G_i \), it means that all of the students grade the submission \( u_i \), so the submitter \( v_i \) could be contained in the grading group \( G_i \).
4. The variance of the students’ comprehensive knowledge level must be the minimal, namely \( \min\{\text{var}(w(G_1), w(G_2), ..., w(G_n))\} \), for the purpose that the grading level of each group is as close as possible in where \( w(G_i) = \sum_{v_j \in G_i} w(v_j) \).

### 3.2 The Algorithm of LPT

The algorithm LPT is a basic method to solve the task scheduling problem in parallel computing system. The tasks scheduling problem in a parallel system can be described
Table 1. The process of the Algorithm of LPT.

<table>
<thead>
<tr>
<th>Algorithm: the LPT algorithm of task scheduling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Sort the tasks in the descend order by the costing time, make the result as $t(j_1) \geq t(j_2) \geq \cdots \geq t(j_n)$.</td>
</tr>
<tr>
<td>2. for $i = 1, 2, \ldots, p$:</td>
</tr>
<tr>
<td>Assign the load $L_i$ of machine $M_i$ as 0, namely $L_i \leftarrow 0$.</td>
</tr>
<tr>
<td>Assign the task collection $J(i)$ of the machine $M_i$ as empty, namely $J(i) \leftarrow \emptyset$.</td>
</tr>
<tr>
<td>3. for $k = 1, 2, \ldots, n$:</td>
</tr>
<tr>
<td>Select the current machine with the smallest load, recorded as $M_i$.</td>
</tr>
<tr>
<td>Add the current task $j_k$ to the task collection of the machine $J(i)$, namely $J(i) \leftarrow J(i) \cup j_k$.</td>
</tr>
<tr>
<td>Update the load of machine $M_i$, namely $L_i \leftarrow L_i + t(j_k)$.</td>
</tr>
</tbody>
</table>

as the optimization process of minimizing the difference of processing duration among all the machines. Given the tasks $J = \{j_1, j_2, \ldots, j_n\}$, each of which has a processing time $t(j_i)$. Define $T = \{t(j_1), t(j_2), \ldots, t(j_n)\}$. Assume the tasks are allocated to the machines $M = \{m_1, m_2, \ldots, m_p\}$ with the same model. We assume that the tasks are independent and their arrivals occur at the same time point.

The task scheduling has been proved to be a NP-complete problem [7, 14], namely the complexity of finding the optimal solution increases as the number of tasks and the number of machines in the exponential way. To find the acceptable solution in practice, it is necessary to employ the heuristic algorithm to compute an approximate solution.

The LPT algorithm adopts the greedy strategy for exploring approximate solutions according to the static task assignment policy. At the initial moment, all of the tasks are allocated to the machines, and during the executions of the tasks, the task schedule must remain until the end. The LPT algorithm arranges the pending tasks in a descending order and always assigns the tasks to the machines as soon as they become available. The detail process of the algorithm is described as follows.

The process of the algorithm LPT is simple and clear, and the time complexity can reach $O(n \log n)$ if the step of finding the earliest free machine adopts the minimum heap algorithm [10, 12]. Furthermore, the algorithm also has the optimal approximate result. It can be proved that if $F^*(J)$ denotes the optimal costing time when assigning the task collection $J$ to machine collection $M$, $F(J)$ denotes the costing time adopting the algorithm LPT, so we can obtain:

$$\frac{F(J)}{F^*(J)} \leq \frac{4}{3} - \frac{1}{3m}$$

From the approximation relation we can draw that LPT is an efficient algorithm. The detailed process of proving the approximation relation can be found in references [9].

3.3 The Algorithm of MLPT

Similarly, there are many similarities between assigning submissions and task scheduling in parallel systems. We introduce a MLPT algorithm by redefining the
process of LPT towards the needs of grading task assignment. Because for the problem of assigning submissions, assigning submissions to the graders can be viewed in another angle as assigning the graders to the submissions, so the student collection \( V = \{ v_1, v_2, ..., v_n \} \) is considered as the task collection \( J = \{ j_1, j_2, ..., j_n \} \) and the knowledge level \( w(v_i) \) of each student is the processing time \( t(j_i) \), then the submission collection \( U = \{ u_1, u_2, ..., u_n \} \) is considered as the machine collection \( M = \{ m_1, m_2, ..., m_p \} \). According to these above assumptions, assigning the graders to submissions in peer grading is equivalent to allocating the tasks to machines in the scheduling process, the MLPT algorithm can ensure the sum of the knowledge levels of the graders in each group is close to any of the others.

### Table 2. The Algorithm of MLPT.

<table>
<thead>
<tr>
<th>Algorithm: the algorithm of MLPT allocating submissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Sort the graders by the level of knowledge in descending order, namely ( w(v_1) \geq w(v_2) \geq ... \geq w(v_n) )</td>
</tr>
<tr>
<td>2. For ( i = 1, 2, ..., n ):</td>
</tr>
<tr>
<td>\hspace{1cm} The submission collection ( U(i) ) graded by grader ( v_i ) is assigned as empty. Namely, ( U(i) \leftarrow \phi ).</td>
</tr>
<tr>
<td>3. For ( j = 1, 2, ..., n ):</td>
</tr>
<tr>
<td>\hspace{1cm} The comprehensive grading level ( L_j ) corresponding to the submission ( u_j ) is assigned to 0, namely ( L_j \leftarrow 0 ).</td>
</tr>
<tr>
<td>\hspace{1cm} The student group ( V(j) ) corresponding to the submission ( u_j ) is assigned to 0, namely ( V(j) \leftarrow 0 ).</td>
</tr>
<tr>
<td>4. For ( i = 1, 2, ..., n ):</td>
</tr>
<tr>
<td>\hspace{1cm} For ( k = 1, 2, ..., m ):</td>
</tr>
<tr>
<td>\hspace{2.5cm} Select the submission with the smallest comprehensive grading level from submission collection ( { u_j</td>
</tr>
<tr>
<td>\hspace{2.5cm} Insert the current grader ( v_i ) to the submissions collection ( u_j ), namely ( V(j) \leftarrow V(j) \cup v_i ).</td>
</tr>
<tr>
<td>\hspace{2.5cm} Update the comprehensive grading level ( L_j ) of the submission ( u_j ), namely ( L_j \leftarrow L_j + w(v_i) ).</td>
</tr>
<tr>
<td>\hspace{2.5cm} Insert the submission ( u_j ) to the collection ( U(i) ) of graded by grader ( v_i ), namely ( U(i) \leftarrow U(i) \cup u_j ).</td>
</tr>
</tbody>
</table>

Moreover, there are two conditions in assigning submissions compared to task scheduling. One condition is that the redundant grading parameter \( m \) guarantees that the number of different submissions for each grader is the same [13]. The other is that the grader could not evaluate his own submission.

### 3.4 Student Performance Evaluation Model

We establish a two-stage model to assess student mastery level of each knowledge skill, in other words, to estimate the probability that a student has learned the specific knowledge of a chapter. The first stage is the behavior-based student engagement model, which first analyze student video-watching activities within a chapter and extract...
interpretive quantities to predict the probability that a student has mastered the knowledge of that certain chapter. This model extracts eight features including the total video playing time, the number of video played, the number of pauses, the number of sessions, the number of requests, the number of rewinds, the number of slow play rate setting, the number of fast forwards. The logistic regression method is used to fit these features and predict the engagement level of every student.

The second stage is the knowledge tracing model to infer the level of student knowledge mastery. The knowledge tracing model, popularized in Intelligent Tutoring System (ITS), leverages the quiz response sequence of every student to assess their learning outcomes. Our work adopts the knowledge tracing model and ameliorates it by combining the prediction results obtained in the behavior-based student engagement model. Essentially, it is based on a 2-state dynamic Bayesian network where student responses are the observed variable and student knowledge is the latent one. The model takes student response sequences and uses them to estimate the student’s level of knowledge. The initial state of the model can be trained by the results obtained in the behavior-based student engagement model.

4 Datasets

The dataset using in our paper is collective from the course of computer network experiment abbreviated as CNE) of our MOOCs platform of Beihang Xuetang (http://mooc.buaa.edu.cn) The MOOC course CNE includes three assignments for the Sophomore undergraduate who had not studied this course before and we only use assignment 1 and assignments 2. The course required that the students had to upload the submissions before the end of each week.

Specially, the session course was open in the year of 2015 and active for a 11-week semester. The course contains 10 chapters where there are several video units per chapter and a final examination. After each video unit, there are multiple choice problems as quiz for students. The number of the problems ranges from 5 to 13 in each unit. Also, the course contains 4 open-ended design problems that demand the students to design and implement the experimental programs independently. The score of these open-ended problems are generated through the peer grading mechanism in our MOOC platform. There are approximately 600 active students each semester since the course CNE went online and roughly 500 students to take part in the final exams. The number of the records collected by the system is 2 million, which logs every user interaction with the courseware including scanning and clicking, video interaction, posting questions and comments in the course forum.

After removing the incomplete items in the original dataset, we choose 210 students including 210 items, and in our setting each student grade 4 submissions and each submission must be graded by 4 graders. In order to prove the advantage of the MLPT algorithm, we also produced two simulation datasets imitating the real data. In the simulation datasets, the number of items is 200 and we valued the redundancy peer grading number as 3, 4 and 5 in our experiments. The major difference between the real data and the simulation data is that the prior is generated from the normal distribution and evenly distribution, respectively.
5 Experimental Results

![Graph showing the degree of declining of variance from MLPT algorithm to the random algorithm.](image)

**Fig. 3.** The degree of declining of variance from MLPT algorithm to the random algorithm.

This section mainly verifies the algorithm of MLPT from both the real dataset and simulation dataset. For each dataset, we compute the variance of all the groups using the sum of each group as one item and we have run 10 times for the computing an average value. In both table 3 and table 4, the simulation dataset 1 is generated from an evenly distribution and the simulation dataset 2 is generated from a random assignment distribution.

**Table 3.** The comparison between random assignments and MLPT based on the simulation datasets.

<table>
<thead>
<tr>
<th></th>
<th>Random Distributions</th>
<th>MLPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation dataset 1</td>
<td>0.381</td>
<td>0.009</td>
</tr>
<tr>
<td>Simulation dataset 2</td>
<td>0.266</td>
<td>0.017</td>
</tr>
</tbody>
</table>

**Table 4.** The comparison between random assignments and MLPT based on the real datasets.

<table>
<thead>
<tr>
<th></th>
<th>Random Assignment</th>
<th>MLPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assignment 1</td>
<td>0.355</td>
<td>0.053</td>
</tr>
<tr>
<td>Assignment 2</td>
<td>0.376</td>
<td>0.046</td>
</tr>
</tbody>
</table>

Table 3 shows the results from the simulation datasets, the dataset 1 and dataset 2, which are generated from the evenly distribution and normal distribution, respectively. The MLPT algorithm reduces the variances of the knowledge master level among the groups from 0.381 to the 0.009 on the simulation dataset 1 and from 0.266 to 0.017 on the simulation dataset 2.

Similarly, Table 4 is the results generated from the real datasets. The value of the variance is 0.053 after using MLPT in Assignment 1, and the optimization percentage is 85.0%. The optimization percentage is 87.7% and the MLPT value is decreased from 0.376 down to 0.046 in Assignment 2. Note that the MLPT optimization results on the
simulation datasets seem better than the results on the real dataset. The reason may be that the prior inferred from the performance of quiz doesn’t completely associated with the actual knowledge level of students in the open-ended problems.

Fig. 4. The effectiveness of task assignment on RMSE of peer grading.

Through simulation, we can explore different settings such as the various numbers of students and the different values of the parameter m to compare the performance between the MLPT algorithm and the random algorithm. In the simulation dataset, we have verified a series of datasets with the number of students varying from 100 to 600 and the value of parameter m ranging from 3 from 5. And in each simulation, we compute the decline in the group variance caused by the MLPT algorithm over the Random algorithm. Figure 3 plots the results generated from the Random and MLPT algorithms. It demonstrates that the MLPT algorithm can reduce the variance of all the groups significantly in comparison with the Random algorithm, especially when there are not many students and the parameter m is relatively small. Figure 4 shows the comparison results generated from the MLPT and Random algorithm based on the real datasets in the process of peer grading. The vertical axis indicates the Root Mean Square Error (RMSE), which is used to compute the accurate of grading scores. In the research of Fei Mi et al. [11], researchers proposed new score aggregation methods based on probabilistic graph models to infer accurate scores of student submissions. These methods outperform the method using the mean aggregation strategy. It is necessary to investigate whether the MPLPT performance has any impact on different aggregation methods. The result in Figure 4(a) shows the difference of RMSE between the MLPT algorithm and the RMSE algorithm based on the mean aggregation strategy and Figure 4(b) shows the results based on the probabilistic graph model. No matter which aggregation strategy is adopted, the MLPT algorithm can effectively improve the overall accuracy of peer grading scores.

6 Discussion and Future Work

Peer grading in MOOC platforms need an effective framework for grading tasks allocation and score aggregation in order to deliver accurate feedbacks of homework evaluation to online students. Our paper presents a complete peer grading framework
and introduces a new task scheduling algorithm MLPT for the task assignment problem of peer grading. This framework can infer the knowledge mastery level of every student using a two-stage data analysis pipeline with the behavior-based engagement model and knowledge tracing-based student performance evaluation model. Our task allocation algorithm regards the assessment outcomes of each student in the quizzes of the MOOC courses as the priors and utilizes the priors to build peer grading groups. It aims at minimizing the capability difference among grading groups and generating a fair and accurate evaluation for each student submission. The experimental results from both simulation datasets and real course datasets demonstrates that the MLPT algorithm can outperform the conventional random strategy.

There are a number of issues to be addressed in future work. In this paper, we assume that the redundancy number of peer grading tasks for every submission remains constant. However, in practice, students may fail to complete their grading tasks in time, thus resulting in less redundant grading results for some submissions. It would be interesting to investigate whether this problem affects the performance of the schedule algorithm. Another issue is whether the errors in the student evaluation model has any impact on the MLPT algorithm. Given the probability nature of the knowledge tracing model, it is unavoidable that it may give a biased estimation of knowledge levels of some students when there are noises in the data of user interactions and question answering. One of the feasible solutions is to have staffs to cross-examine some peer grading results and correct the potential errors.
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